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Abstract:

Technological advancement is transforming the nature of contemporary armed conflicts. The war between
Russia and Ukraine has highlighted the increasingly critical role of advanced technologies—such as
artificial intelligence, cyber systems and autonomous weapons on the battlefield. This integration raises
legal and ethical challenges within the framework of International Humanitarian Law, requiring an
examination of its application and scope. This article first reviews the IHL regulatory frameworks
applicable to the use of emerging technologies. It then identifies ethical dilemmas arising from drone
attacks, digital sabotage operations and algorithmic disinformation practices. The methodology employed
consists of a qualitative documentary approach thatintegrates sources from 2017 to 2025, including United
Nations resolutions, reports from the International Committee of the Red Cross, UNESCO technical
documents and analyses from specialized research centers. The corpus is organized into three analytical
dimensions: IHL regulation, relevant technological characteristics and political-legal impacts. Through a
thematic comparative method, normative standards are cross-referenced with case studies involving
kamikaze drones, cyberattacks on critical infrastructure and artificial-intelligence-based facial recognition
in military operations. The conclusions reveal regulatory gaps regarding meaningful human control,
responsibility attribution, algorithmic transparency and the protection of civilian assets. The analysis
shows that the conflict exposes substantive limitations within the current international framework and
underscores the need to strengthen these mechanisms to address the challenges posed by disruptive
military technologies.
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introduction

The armed conflict between Russia and Ukraine has become one of the most paradigmatic scenarios of
contemporary warfare, not only because of its geopolitical impact, but also due to the intensity with which
advanced military technologies have been incorporated into it. Artificial intelligence (Al) systems applied
to targeting, emerging autonomous weapons, cyber operations against critical infrastructure, and
algorithmic disinformation campaigns have redefined the way hostilities are planned and conducted,
turning the Ukrainian theater into a true laboratory of war experimentation. In this context, the traditional
categories of International Humanitarian Law (IHL) and the ethics of war are strained by practices and
means of warfare that overflow the frameworks for which those norms were originally conceived.

The premise of the technological neutrality of IHL, according to which its principles apply to every form of
war and every type of weapon, including those of the future, faces unprecedented challenges when lethal
decisions are delegated to algorithms, cyberattacks unleash cascading effects on highly digitalized societies,
and armed drones are used both as instruments of defense and as tools of terror against the civilian
population. This compels us to question to what extent the principles of distinction, proportionality, and
precaution can continue to ensure effective protection of civilians in the face of technologies that are
increasingly autonomous, opaque, and difficult to attribute.

From a legal-ethical perspective, the Russia-Ukraine conflict not only reveals concrete violations of IHL,
but also underlying regulatory gaps and moral dilemmas. Among these stand out the notion of “meaningful
human control” over autonomous weapons, the attribution of responsibility for algorithmic decisions, the
protection of civilian infrastructures and data in cyberspace, and the impact of automated information
warfare on truth and human dignity. At the same time, the response of international organizations, States,
humanitarian agencies, and technology companies has set in motion processes of normative
reinterpretation and proposals for new rules to limit the use of these disruptive capabilities.

Based on this scenario, the article offers an integrated reading of the Russia-Ukraine conflict as a critical
case for assessing the adequacy of the current humanitarian legal framework and for discussing the
emerging ethical challenges posed by the technological transformation of the battlefield.

1. Methodology

This study adopts a qualitative design with a documentary-analytical approach, based on the systematic
and critical review of secondary sources (Romero et al., 20242; Martinez, 2025) produced between 2017
and 2025, a period in which the use of advanced technologies in the Russia-Ukraine conflict intensified.
Resolutions of the UN General Assembly and Security Council, reports from the Independent International
Commission of Inquiry on Ukraine, statements by the International Committee of the Red Cross, and
UNESCO technical documents on the ethics of artificial intelligence were examined. Additionally, reports
from multilateral organizations, statements by CCW governmental expert groups on autonomous weapons,
and analyses from specialized think tanks (RUSI, CSIS, Chatham House) were incorporated.

The documentary corpus was organized according to three analytical dimensions: (i) the applicable legal
framework—International Humanitarian Law, international law, and the principles of distinction,
proportionality, and precaution; (ii) emerging technologies in armed conflict—autonomous weapons,
military Al, and cyber operations; and (iii) observable political-legal impacts on the conduct and regulation
of the conflict. The analysis was carried out using a thematic comparative method aimed at cross-
referencing legal-normative evidence with concrete case studies from the conflict (Aponte et al,, 2025a).

The procedure included: identifying relevant documented events (Romero et al., 2024b; Martinez and
Escobar, 2025) such as the use of kamikaze drones, cyberattacks on critical infrastructure, and the
employment of Al systems for targeting and surveillance; extracting patterns of state or armed group
behavior; and contrasting these with international standards found in the analyzed sources. Each case—
cyberattacks on the electrical grid, drone attacks on civilians, deepfakes as an information weapon—was
evaluated in light of IHL and emerging regulatory frameworks on autonomous weapons and Al, verifying
compliance or infringement with humanitarian principles (Aponte Garcia et al, 2025b). Finally, a
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triangulation process was applied among legal sources, technical reports, and available empirical evidence
to strengthen interpretive validity and support the findings regarding the ethical, operational, and
regulatory challenges identified in the contemporary conflict.

2. Results and discussion
IHL regulatory framework in relation to new technologies of war

The first issue to clarify is which international legal framework governs the use of advanced technologies—
Al, cyber systems, and autonomous weapons—in armed conflict. A cardinal principle is that IHL is
technologically neutral: its rules apply to “all forms of warfare and all types of weapons, including those of
the future” (Aponte et al., 2020), according to the jurisprudence of the International Court of Justice
(Winter, 2022; International Committee of the Red Cross, 2024 [ICRC], 2024). In other words, the fact that
a weapon or method of warfare is new does not place it in a legal vacuum; on the contrary, it remains
subject to existing IHL norms and principles (Gunawan et al., 2022; International Committee of the Red
Cross and Red Crescent, 2024). Among these fundamental principles are distinction (prohibition of attacks
against civilians or civilian objects), proportionality (avoiding attacks that cause excessive civilian harm
relative to the anticipated military advantage), and precaution in attack (ICRC, 2024; Hamad, 2025). Thus,
any new weapon system—whether an Al algorithm in a targeting system, an offensive computer virus, or
an armed autonomous drone—must be capable of operating in compliance with these principles;
otherwise, its use would be prohibited under IHL (Casey-Maslen, 2025). In this regard, the UN General
Assembly, in response to Russia’s invasion of Ukraine, explicitly urged all parties to “respect IHL and human
rights,” protect the civilian population (especially vulnerable groups), and refrain from attacks on civilians
or civilian objects. This political-legal reaffirmation underscores that, even in the face of emerging war
technologies, basic humanitarian standards remain fully in force in the conflict (Bratu & Freeland, 2026).

Autonomous weapons and artificial intelligence: obligations and regulatory gaps

Regarding lethal autonomous weapons—those capable of selecting and attacking targets without direct
human control—there is still no specific international treaty regulating them (Aponte Garcia et al., 2025c).
However, their development has been the subject of intense debate within the international community
under the premise that applicable IHL (particularly norms on distinction, proportionality, and command
responsibility) may be challenged by these weapons (Winter, 2022). In fact, multiple States and
organizations, including the International Committee of the Red Cross (ICRC), question whether fully
autonomous systems can meet IHL requirements due to the difficulty of programming them to correctly
distinguish between combatants and civilians or to assess proportionality in real time (PeriSi¢ &
Tomljenovi¢, 2024). Additionally, the issue of legal responsibility arises: IHL attributes responsibility for
acts to human combatants and commanders, so delegating life-or-death decisions to a machine blurs
accountability (Copeland et al., 2023a).

In light of these concerns, general principles such as the Martens Clause have been invoked; under this
clause, in the absence of specific rules, “the principles of humanity and the dictates of public conscience”
continue to protect the population (International Committee of the Red Cross and Red Crescent, 2024).
Moreover, Article 36 of Additional Protocol I of 1977 requires States to conduct legal reviews of all new
weapons to ensure their conformity with IHL before use. This means that any Al-based or autonomous
weapon must undergo prior scrutiny to verify that it is not inherently indiscriminate and does not cause
“superfluous injury or unnecessary suffering” (Tsybulenko & Kajander, 2022; Copeland et al., 2023b).

In practice, given the absence of a binding treaty, States have turned to diplomatic forums to address this
issue. Since 2014, within the framework of the UN Convention on Certain Conventional Weapons (CCW), a
Group of Governmental Experts has discussed Lethal Autonomous Weapon Systems (LAWS). As a result of
those deliberations, eleven guiding principles were agreed upon in 2019, including: that IHL fully applies
to autonomous weapons, that humans “must retain responsibility for decisions concerning the use of
weapons,” and that machines remain subject to human control (Jackson, 2023). However, the lack of
consensus has so far prevented progress toward a protocol or prohibition/restriction treaty. Military
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powers such as Russia and the United States have opposed a total ban, favoring instead non-binding
guidelines that preserve technological innovation (Béachle & Bareis, 2022).

Still, normative momentum has recently increased: in late 2024, the UN General Assembly adopted a
resolution (166 votes in favor, 3 against, 15 abstentions) proposing negotiations for a legal instrument on
autonomous weapons, combining a prohibition on certain LAWS with strict regulation of others (American
Society of International Law, 2025). Notably, Ukraine was among the abstentions, possibly reflecting that,
in the midst of war, its priorities center on immediate military effectiveness rather than imposing limits
that could restrict potentially advantageous technologies (Human Rights Watch, 2024).

Atthe same time, high-level international officials have spoken out: UN Secretary-General Antoénio Guterres
has described the very idea of out-of-control “killer robots” as “morally repugnant” and has urged
negotiating their prohibition (Solovyeva & Hynek, 2023). The ICRC, for its part, has since 2021 called for
new binding norms that “impose clear prohibitions and restrictions” on autonomous weapons, including
the absolute prohibition of unpredictable systems or those designed to operate against persons (e.g., lethal
robots that select humans as targets) (Ferl, 2024; International Committee of the Red Cross and Red
Crescent, 2024). For other autonomous systems, the ICRC advocates requiring “meaningful human control”
in their use. These recommendations, supported by UNESCO and various NGOs (e.g., the Stop Killer Robots
campaign led in part by Human Rights Watch), reflect an emerging ethical consensus: preserving human
agency in lethal decisions and preventing military Al from undermining humanitarian protection and
human dignity in war.

Cyber operations and armed conflict: IHL in cyberspace

Alongside Al the other major technological dimension in this war is cyberspace. Russia’s aggression against
Ukraine has been waged not only with tanks and missiles but also through cyberattacks against critical
systems, government networks, and large-scale digital disinformation. In this context, the question arises:
how does IHL apply to cyber operations in an international armed conflict?

First, it must be reiterated that cyber operations in war “do not occur in a legal vacuum.” By international
consensus, the same rules governing traditional means and methods of warfare also govern hostilities in
cyberspace (ICRC, 2024; Biggio, 2025). Thus, a cyberattack that meets the threshold of an “attack” under
IHL (i.e., causing damage to objects, injury, or death) must respect the principles of distinction and
proportionality just like a conventional kinetic attack (Khalil & Raj, 2024). For example, it is prohibited to
deliberately launch a computer virus to disable the IT system of a civilian hospital or an electrical plant if
doing so affects the civilian population; this would constitute an attack directed at civilian objects, which is
forbidden under IHL. Likewise, an indiscriminate cyberattack that spreads uncontrollably and equally
affects civilian and military systems would be unlawful (Sohail, 2022). These criteria are clearly
established: “attacks against civilians and civilian objects are prohibited; [...] indiscriminate and
disproportionate attacks are prohibited; medical services must be respected and protected. These rules [...]
also apply in cyberspace” (ICRC, 2024).

However, the technical particularities of cyberspace raise certain gaps and grey areas in the application of
IHL. For instance, there is debate over whether certain cyber acts without physical damage constitute
“attacks” under humanitarian law. What happens if a hack deletes essential civilian databases or
temporarily blocks critical services without destroying equipment or killing people? Some experts argue
that the destructive alteration of essential data should be treated as an attack (because it can paralyze a
hospital just as effectively as bombing it), while others contend that, lacking direct physical damage, such
acts fall outside the strict IHL definition of attack (AL-Hawamleh, 2023; Biggio, 2025). The protection of
civilian data as civilian objects remains under analysis. Another issue is the difficulty of attribution in
cyberspace: identifying with certainty the author of a cyberattack (State or group) may take time or be
impossible in the midst of conflict, hindering responsibility under international law (Prasad et al., 2025).

Despite these uncertainties, steps have been taken to clarify and develop norms. Several non-binding
initiatives, such as the Tallinn Manual (an academic legal study), have interpreted how existing rules apply
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to cyber scenarios. For example, a cyberattack that disables a civilian electrical grid in winter may violate
the principle of humanity even without immediate deaths, due to the suffering inflicted on the population
(ICRC, 2020; Biggio, 2025). Politically, the UN has established Groups of Governmental Experts and an
Open-Ended Working Group on information security, which in 2021 reached a common understanding:
international law—including the UN Charter and, in armed conflict, [HL—does apply to ICTs, and States
must exercise due diligence not to allow unlawful cyber activities from their territory (United Nations,
2021). Additional voluntary norms were recommended, such as refraining from harming critical civilian
infrastructure through cyber means during peacetime. Although these recommendations do not
specifically address wartime, they reveal global concern (Aponte & Sanchez, 2024) over setting limits on
hostile uses of cyberspace (Bace et al., 2024).

The ICRC has emphasized the importance of “reaching a common understanding of the legal limits
applicable to cyber operations during armed conflicts.” In a 2020 report, it warned of the “potential human
cost” of cyber weapons and the need for [HL interpretation to also protect the digital infrastructure upon
which modern civilian life depends (ICRC, 2020, 2024b). This position underscores that humanitarian
protection must cover not only hospitals, schools, and power grids in their physical dimension but also
their IT systems and data, increasingly integral to their functioning. In sum, although IHL provides a clear
general framework for cyber operations (prohibition of attacks on civilians, etc.), rapid technological
evolution requires ongoing clarification of how rules apply to unprecedented situations. For example, a
massive hack causing economic chaos or widespread panic could be considered a form of psychological or
information warfare, whose relationship with IHL is still debated (A6pamus, 2024).

Before closing this normative section, it should be noted that both Russia and Ukraine—as well as the vast
majority of States—formally recognize the applicability of IHL to their military operations, whether kinetic
or cyber (Organization for Security and Co-operation in Europe [OSCE], 2023). Ukraine, in repelling the
aggression, has insisted that its actions fall within self-defense and that it seeks to comply with
humanitarian norms, even in the digital realm (Khoirunnisa et al., 2025; Casey-Maslen, 2025). Russia, by
contrast, has blocked normative advances at the international level, such as negotiations on new treaties
regarding autonomous weapons, and has not publicly acknowledged responsibility for cyberattacks,
maintaining the opacity typical of hybrid warfare. Nonetheless, the clear expectation of the international
community, reflected in UN resolutions, is that both States strictly respect IHL regarding new means and
methods of warfare (United Nations, 2024). Violations of these norms—whether through an autonomous
drone carrying out mass civilian killings or malware depriving thousands of people of drinking water—
constitute war crimes and entail both individual and State responsibility.

Emerging ethical challenges in the use of Al, cyberweapons, and autonomous weapons

Beyond legal norms, the incorporation of Al and autonomous systems into warfare gives rise to profound
ethical dilemmas. Even when technically complying with [HL, these technologies raise questions about the
morality of delegating lethal decisions to algorithms, the erosion of human judgment in combat, and the
potential blurring of responsibility for acts of war (Guo, 2025). The main emerging ethical challenges are
examined below:

(i) Dehumanization of the decision to kill: Delegating the decision to attack a target to a machine—whether
an autonomous drone or a targeting software system—may violate the principle of human dignity.
Traditionally, killing in war, although permitted under certain conditions, involves a human deliberative
process and real-time moral judgment. If an algorithm makes that decision, there is a concern that human
life may be reduced to a set of data to be processed, leaving no room for compassion, prudence, or doubt
that a human soldier might experience (Renic & Schwarz, 2023). Various experts and organizations
(including UNESCO in its Recommendation on the Ethics of Al, 2021) have emphasized the need to preserve
meaningful human control over weapon systems for moral reasons (Engelhardt & Kessler, 2024; Jackson,
2023b; O’Connell, 2023). Human Rights Watch, for instance, refers to a “moral imperative” to prohibit killer
robots before they erode fundamental humanitarian values (Docherty, 2018).

(ii) Accountability and the “responsibility gap”: A crucial ethical-legal issue is: if an autonomous weapon
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commits an atrocity (for example, mistakes civilians for combatants and Kkills them), who is accountable?
The programmer of the algorithm? The commander who deployed the system? The operator who activated
it? The military leadership as a whole? This indeterminacy threatens to create an impunity gap: no
individual could be directly culpable if they can claim “the machine did it” (Verdiesen et al., 2021; Winter,
2021). Such a scenario contradicts the foundational notion of justice for war crimes. Ethically, it is
unacceptable for responsibility to be obscured behind an algorithmic “black box” (Chomanski, 2023).
Therefore, it is argued that there must always be a clearly defined chain of responsibility, with humans
legally accountable for the actions of autonomous systems (Cools & Maathuis, 2024). Some countries have
proposed strict state liability for harm caused by their autonomous weapons, combined with ex-ante
human oversight obligations (Li, 2025). However, no global consensus exists on a specific liability regime,
raising legitimate concerns among human rights organizations (Javed, 2025).

(iii) Unpredictability and risk of catastrophic errors: Al-based systems (especially those using machine
learning) may behave unpredictably, particularly in complex and dynamic environments such as the
battlefield (International Committee of the Red Cross and Red Crescent, 2024; Podar & Colijn, 2025). This
unpredictability is ethically troubling: is it right to deploy an autonomous weapon knowing its behavior
cannot be fully guaranteed? A misidentification error (e.g., confusing a school bus with a military target)
could result in a massacre of civilians (Figueroa et al., 2023). [HL requires discernment in attacks; if Al
cannot provide such certainty, an ethical tension arises between innovation and the duty of protection
(O’Connell, 2023). Moreover, Al may amplify the scale and speed of operations beyond human control
capacity, reducing the time available for ethical reflection in attack decisions (Reichberg & Syse, 2021). A
hypothetical example is swarms of autonomous drones attacking multiple targets within seconds, leaving
no possibility of human intervention in each case and posing a risk of cascading collateral damage.
Traditional military ethics emphasize prudence and control; algorithmic warfare could undermine those
safeguards.

(iv) Conflict escalation and lowering the threshold for war: The “psychological distance” afforded by remote
technologies (remotely piloted drones, Al-guided precision missiles, anonymous cyberattacks) may make
the use of force politically easier and accompanied by fewer moral reservations (Johnson, 2020; Simmons-
Edler etal.,, 2024). If soldiers no longer risk their lives directly because robots or autonomous systems take
their place, leaders may be more willing to employ force, lowering the ethical threshold for initiating or
escalating hostilities (Wood, 2022). This presents a dilemma: protecting soldiers’ lives through technology
(a positive outcome) versus making war less costly and thus more likely (a negative outcome for peace).
The Russia-Ukraine war offers clues: the Ukrainian side, facing a numerically superior enemy, has
embraced autonomous solutions and drones to protect its soldiers, implementing a “robots-first” strategy
in certain operations (Kunertova, 2023; Mewoh & Rahmadan, 2025). While understandable from an ethics-
of-self-preservation perspective, this widespread trend could imply that future powers will fight conflicts
with machine armies, perhaps with less pressure to seek peaceful solutions (Sotoudehfar & Sarkin, 2024).
In cyberspace, the relative invisibility and deniability of cyberattacks can also incentivize their aggressive
use without considering humanitarian consequences. Ethically, this undermines efforts to contain war
(Niyitunga, 2022).

(v) Algorithmic bias and discrimination: Al inherits biases from its training data. In military contexts, an
algorithm could mistakenly associate certain profiles (for example, young men of a particular ethnicity)
with threats, increasing the risk of unjustified shootings against individuals who fit that profile. This would
not only violate principles of equality and non-discrimination but could translate into crimes against
specific groups (Bhila, 2024; Ojha, 2025). A hypothetical case is a computer-vision system trained mainly
on images of white enemy soldiers, failing to identify ethnic-minority civilians correctly—or vice versa. The
lack of transparency in many Al systems (black boxes) makes detecting and correcting such biases difficult,
which is ethically troubling when lives are at stake (Nazeer, 2024). UNESCO and the European Union have
advocated for “trustworthy,” explainable Al; applied to warfare, this would require rigorous verification
mechanisms ensuring that Al is not making decisions based on spurious or discriminatory correlations
(Maphosa, 2024; Ortiz, 2024).
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(vi) Intensification of informational and psychological warfare: The use of Al is not limited to physical
weapons but also extends to information as a weapon. In the current war, we have seen deepfakes,
automated social-media campaigns, and algorithmically targeted propaganda. Al can generate highly
persuasive fake content (fabricated videos of leaders, manufactured news) that erodes truth and intensifies
hatred (Gilbert & Gilbert, 2024; Alanazi et al, 2025). Ethically, this “cognitive cyberwarfare” poses
enormous challenges: manipulating the perception of civilian populations and soldiers can prolong
conflicts and justify atrocities (Kazi¢, 2025). Algorithmically amplified harmful discourse spreads faster
than ever and carries “dangerous real-world consequences,” as the president of the ICRC warned (ICRC,
2025). An unsettling example was the deepfake video of the Ukrainian president calling for surrender in
2022, briefly circulated on social media. Although quickly debunked, it demonstrated Al's potential to
undermine the morale of an entire country (Rokvi¢, 2024). From an ethical standpoint, such tactics erode
public trust and can incite violations of [HL (e.g., a soldier influenced by dehumanizing propaganda may be
more prone to commit abuses). Regulating informational warfare is complex, but it is ethically imperative
to distinguish between legitimate use of information (e.g., countering enemy propaganda) and
disseminating lies that endanger civilians or encourage cruelty (Aslam, 2025).

The ethical challenges that emerge with Al and autonomous weapons in conflicts involve preserving
humanity in war, ensuring clear responsibility for machine actions, preventing unpredictable harm, and
safeguarding truth and human dignity (Engelhardt & Kessler, 2024; Marsili, 2024). These concerns
complement the legal framework: even if a technological action complies with the letter of [HL, it may still
be morally problematic (Ojha, 2025). For this reason, many experts argue that not only legal solutions are
needed but also ethical codes and operational doctrines to guide the military in using these tools with
prudence, humanity, and accountability (Ahmad et al., 2025).

Advanced technologies in the Russia-Ukraine conflict: cases and lessons

The conflict in Ukraine has been regarded as a laboratory in which cutting-edge military technologies are
tested and used on a large scale. Both Russia and Ukraine, each with its own motivations, have incorporated
drones, autonomous systems, cyberattacks and even Al applications into their operations (Akhtar, 2025;
Kunertova, 2023b). This section analyzes reported or alleged cases of the use of such technologies in this
war, drawing lessons about their practical and humanitarian impact (Pandey, 2025).

Use of armed drones and autonomous systems on the battlefield

[llustration of a military drone chasing a civilian in a devastated urban area, reflecting the dangers these
technologies pose to the civilian population. Drone operations have acquired unprecedented prominence
in Ukraine. From unmanned aerial vehicles (UAVs) for reconnaissance to loitering munitions, both sides
have exploited these platforms (Minculete & Pastae, 2023). Although many drones are remotely piloted by
humans, the line toward autonomy is blurry: some models can identify targets or guide themselves
automatically once launched (Bwana, 2023).

Russia, for example, has deployed Shahed-136 kamikaze drones (of Iranian manufacture) for long-range
attacks against Ukrainian infrastructure (Bouks, 2023; Sotoudehfar & Sarkin, 2024). These drones are
capable of autonomous flight preprogrammed toward GPS coordinates and fly in swarms; their intensive
use from late 2022 onwards devastated power grids in Ukrainian cities in the middle of winter, causing
massive blackouts (Bosneagu, 2024). Although the Shahed-136 does not select targets through Al (the
target is fixed in advance), its autonomous navigation qualifies it as a simple autonomous weapon. Ukraine
has denounced that such swarming attacks with Iranian drones were intended to spread terror among the
civilian population, as they were directed at power plants rather than immediate military objectives, in
violation of IHL (Human Rights Watch, 2025).

For their part, Ukrainian forces have also innovated with autonomous systems, mainly low-cost combat
drones. The well-known Turkish Bayraktar TB2s—remotely piloted armed drones—destroyed columns of
Russian armored vehicles at the beginning of the war. Over time, Ukraine began to produce or adapt
commercial drones to drop munitions on enemy trenches. A Ukrainian commander stated that “drones play
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a very big role on the battlefield, more than anything else,” marking the beginning of a strategy that
prioritizes robots over tanks (Kunertova, 2023b; Plakoudas & Sofitis, 2023).

In 2023, the “Army of Drones” initiative emerged, supported by volunteers and Western technology
companies, providing UAVs for surveillance and attack. The “Avenger” platform was even announced,
integrating Al to assistin target selection and drone coordination (Spansvoll, 2024). The strategic objective
of Ukraine, according to its officers, is to minimize the exposure of its soldiers by replacing them with
“unmanned systems” wherever possible (Nazirah et al., 2024). This need—born of numerical inferiority
and a will to protect its troops—has driven rapid innovation. However, it also raises immediate ethical
concerns: according to reports, combat pressure led some Ukrainian units to adjust their drone-use
protocols to treat them almost as “shoot first, ask questions later.” Operators were trained to treat
“ambiguous targets” as threats, increasing the likelihood that automated drones might attack non-
combatants or hors de combat soldiers by mistake (Sotoudehfar & Sarkin, 2024).

One documented case illustrating the misuse of drones against civilians occurred in the city of Kherson
(southern Ukraine) during 2023-2024. Human Rights Watch investigated numerous incidents in which
Russian forces used armed drones—mainly commercial quadcopters adapted to drop explosives—to
deliberately attack civilians on streets, in evacuation centers and in car convoys (Human Rights Watch,
2025). These ad hoc drone attacks, low-cost but with high tactical precision, “appear designed to spread
terror among the civilian population,” according to the Human Rights Watch report (3 June 2025). HRW
documented at least 45 Russian drone attacks against civilians in Kherson in 2024, including the bombing
of ambulances, medical teams and even the dropping of banned antipersonnel mines over residential
neighborhoods (Human Rights Watch, 2025).

The evidence—drone videos with mocking inscriptions shared on pro-Russian Telegram channels—
indicates a clear intent to terrorize. These acts constitute serious violations of IHL (indiscriminate or direct
attacks against civilians) and even crimes against humanity as part of a systematic attack on the population
(Human Rights Watch, 2025). What is troubling is how easily available this tactic was: Russia simply
adapted Chinese civilian drones (D]I, Autel) by equipping them with explosives (Human Rights Watch,
2025). The accessibility of commercial technology allowed Russia to perpetrate war crimes in a way
previously reserved for specialized weaponry. This exposes a challenge: how to control the proliferation of
civilian drones that can be used as weapons? The manufacturers themselves stated that such use violates
their policies, but acknowledging it reveals the impotence of these voluntary mechanisms in the face of
malicious military uses (Human Rights Watch, 2025).

Another technological front is unmanned ground and naval systems. Russia has tested some robotic ground
vehicles (UGVs) in urban combat, though with limited success due to technical difficulties. Ukraine, by
contrast, surprised observers in 2023 with its use of unmanned naval drones to attack Russian vessels in
the Black Sea and bases in Crimea—a tactic documented by defense analysts as a milestone in the evolution
of autonomous maritime warfare (Clark, 2024). These so-called “naval kamikaze drones,” fast boats loaded
with explosives and remotely directed, damaged at least one Russian landing ship and opened a new
domain: autonomous war at sea (Bosneagu, 2024).

At the same time, both sides have used loitering munitions—suicidal roaming drones, such as the Russian
Lancet or the Polish Warmate—equipped with algorithms to detect electronic or visual signatures and dive
onto targets. Recent studies emphasize that these systems “border on lethal autonomy,” operating with
minimal human intervention (Bwana, 2023). The war in Ukraine has demonstrated their lethality against
tanks and radars, with no confirmed reports of catastrophic misidentification, although the possibility of
errors remains an ethical and legal concern under International Humanitarian Law (Czerwinski &
Balcerzak, 2024).

The legacy of this proliferation of drones in Ukraine is ambivalent. On the one hand, they have been crucial
defensive tools for Ukraine and have proven to be inexpensive “force multipliers,” redefining land warfare
(for example, allowing artillery to adjust its fire in near real time thanks to drone observation) (Borsari &
Davis, 2023; Kirichenko, 2025). On the other hand, their indiscriminate use by Russia against civilians
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shows their darkest side: investigations by Human Rights Watch and the Independent International
Commission of Inquiry on Ukraine document systematic drone attacks against the civilian population,
characterized as serious violations of international humanitarian law and even crimes against humanity
(Human Rights Watch, 2025; Independent International Commission of Inquiry on Ukraine, 2025).
International observers warn that many of these tactics and technologies, “tested and refined in Ukraine,”
will soon appear in other conflicts around the world (Kirichenko, 2025). Indeed, Western countries have
already accelerated their drone programs (including autonomous systems), learning from Ukraine’s
experience, as reflected in the sharp increase in British investment in unmanned systems and Germany’s
development of the Al-enabled loitering drone Virtus/OWE-V (Reuters, 2024; Brizard, 2025). Some
diplomats have even described events in Ukraine as our generation’s “Oppenheimer moment,” warning
that the proliferation of autonomous weapons could transform warfare in a way comparable to the
introduction of the atomic bomb and force an international regulatory response (Kirichenko, 2025; Robins-
Early, 2024).

The cyber front: attacks and digital operations

Parallel to the physical combat, the Russia-Ukraine war has been intensely waged in the cyber domain.
Russia, even before the open invasion of 2022, had been using cyberattacks against Ukraine as part of its
hybrid aggression: recall the massive 2017 “NotPetya” malware attack (apparently launched against
Ukrainian infrastructure, which ended up causing billions in global damage) (Greenberg, 2018; U.S.
Department of Justice, 2020) or the power outages caused by Russian hackers in Kyivin 2015-2016 (Zetter,
2016). Since February 2022, this campaign intensified through attempts to disrupt Ukraine’s defenses and
society. One of the first acts of the invasion was a cyberattack on the Viasat satellite network, which
deprived Ukrainian units of military communications and incidentally affected civilian services across
Eastern Europe (Mura etal., 2024). Destructive malware (wipers) was also detected in Ukrainian ministries
and banks, designed to erase data and sow chaos in the rear (EU Agency for Cybersecurity, 2023). Although
these attacks did not cause direct deaths, they clearly sought to weaken critical civilian and military
functions, violating the rule prohibiting attacks against civilian infrastructure. In fact, the European Union
and the United States publicly attributed these cyberattacks to Russia, calling them irresponsible and
contrary to international norms (Council of the European Union, 2022).

Ukraine responded not only by strengthening its cyberdefense but also by mobilizing an “IT Army” of
volunteers and global hacktivists to digitally harass Russia (Burgess, 2022). This “voluntary cyber force,”
tacitly backed by the Ukrainian government, has conducted DDoS attacks against Russian government
websites, intrusions to leak data from Russian state agencies, and even manipulations of Russian television
to broadcast real images of the war (Canadian Centre for Cyber Security, 2022; Soesanto, 2022). Although
Ukraine maintains that these actions focus on legitimate military or propaganda-related targets, the
blurred line between civilians and combatants in cyberspace poses a dilemma: many of these hackers are
foreign civilians whose active participation could classify them as directly involved in hostilities, thus losing
protection (Byczynski, 2024; International Committee of the Red Cross, 2023). IHL was not designed for
global digital volunteers, making this an area where reality has surpassed the traditional framework
(International Committee of the Red Cross, 2023).

Among emblematic cases is the foiled April 2022 cyberattack on the Ukrainian power grid (Greenberg,
2022). The Russian hacker group known as Sandworm (linked to the GRU military intelligence) introduced
malware dubbed “Industroyer2” into a power company, with the apparent intention of causing a massive
blackout in Kyiv (Greenberg, 2022). Fortunately, the rapid response of CERT-UA (Ukraine’s Computer
Emergency Response Team) neutralized the attack before it caused damage (Greenberg, 2022).
Nonetheless, had it succeeded, hundreds of thousands of civilians would have been left without electricity,
heating and water (Greenberg, 2022; Gisel et al, 2020; ICRC, 2020). This would have constituted a
deliberate attack on essential civilian infrastructure, prohibited by IHL (Gisel et al., 2020; ICRC, 2020; ICRC,
2023). The incident demonstrates both the real threat posed by cyberattacks during war and the
importance of strengthening cyber defenses (in this case, Ukraine had support from Western technology
companies to monitor its networks) (Microsoft, 2022). It also highlights the difficulty of proportionality:
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Sandworm may have intended to compromise military command systems interconnected with the
electrical grid, but given digital interdependence, isolating the effects is nearly impossible (Gisel et al., 2020;
ICRC, 2023). In practice, a broad cyberattack will almost always produce civilian consequences, making it
intrinsically problematic under IHL unless used with extreme precision (Gisel et al., 2020; ICRC, 2020,
2023).

Another front was the sabotage of satellites and communications. Beyond the Viasat hack, Russia has
attempted to interfere with GPS and satellite signals to disorient Ukrainian forces (Council of the European
Union, 2022; Slusher, 2025; Smith, 2022). There were even concerns that Russia could physically attack
satellites used by Ukraine (for example, Starlink communications satellites) (Slusher, 2025; Smith, 2022).
The militarization of outer space, though beyond the scope of this chapter, also intersects with IHL:
destroying a civilian satellite providing internet to hospitals could be considered an illegal attack on civilian
objects, demonstrating the need to update legal interpretations for new domains.

Finally, information warfare on social media and digital platforms—though not a “technical cyberattack”—
has been intensified by digital technologies (Iskoujina et al., 2024; Mejova et al., 2025). Russia deployed an
extensive disinformation apparatus to justify its invasion (false narratives of “denazification,” denial of
atrocities such as Bucha by calling them staged, etc.), supported by bot farms and automated accounts
spreading propaganda (Brusylovska & Maksymenko, 2023; Prysiazhniuk, 2025). Ukraine responded
effectively in the global information sphere, also using social networks (though mostly with verified
information and awareness campaigns, which fall under legitimate information warfare) (Prysiazhniuk,
2025; Iskoujina et al,, 2024). A notable case was Ukraine’s use of facial recognition technology: the
Ukrainian Ministry of Defense admitted to using an Al platform (Clearview Al) to identify the faces of
Russian soldiers killed in combat, in order to notify their families in Russia and even to detect infiltrators
(Bhuiyan, 2022; Bergengruen, 2023). This application of Al—bordering on issues of privacy and the dignity
of the dead—was justified as a psychological tactic to undermine Russia’s hidden narrative of its casualties
(Bergengruen, 2023). Although it does not directly violate IHL, it raises ethical concerns about the limits of
using biometric data in war (Madziwa, 2024; Rosenzweig & Pacholska, 2025).

In sum, the cyber and informational dimension of the Russia-Ukraine conflict teaches us that digital
operations can have effects as real and devastating as bullets or bombs (ICRC, 2019, 2020; Kerr, 2023). IHL
provides guiding principles, but gaps emerge in its concrete implementation when facing malware and
algorithmic propaganda (ICRC, 2020). The need to develop better mechanisms for protecting civilians in
the digital sphere is evident: for instance, the ICRC has proposed agreements to refrain from attacking basic
civilian digital infrastructure, similar to protections for medical infrastructure (ICRC, 2019, 2020).
Likewise, collaboration with the technology sector is crucial: companies such as Microsoft, ESET and
Starlink have acted as informal participants in this war, helping to defend or, in some cases, having their
products used for attacks (Microsoft, 2022). This opens the debate on corporate co-responsibility in
conflicts: should companies like Meta or D]I implement safeguards to prevent their platforms from being
weaponized? (Renic & Christensen, 2024). Human Rights Watch has urged governments to “work with
commercial drone manufacturers to develop safeguards that prevent their unlawful military use” (Human
Rights Watch, 2025). A key lesson from Ukraine is that a USD 1,000 drone can become a weapon of terror;
preventing this may require combinations of regulation (banning exports to armies that will use them
against civilians), technology (geofencing in specific airspace), and, of course, strict enforcement of criminal
accountability when abuses occur (Human Rights Watch, 2025; Renic & Christensen, 2024).

Applied artificial intelligence and information systems on the ground

Al applied to military intelligence has been another feature of this war (Rickli & Mantellassi, 2024). Ukraine,
with support from its allies, has used advanced algorithms to process satellite and drone imagery, speeding
up the identification of Russian movements and selecting targets with greater precision (Kunertova &
Herzog, 2024). Western companies have provided big-data and Al platforms (such as Palantir) to help
coordinate combat and logistics in real time (Jones et al.,, 2023; Re-Russia, 2023; The Washington Post,
2023). These uses of Al, though less visible, likely contributed to Ukraine’s ability to repel attacks and
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optimize the use of its scarce resources (Jones et al,, 2023). From a humanitarian perspective, well-trained
Al could even reduce collateral damage by enabling more refined targeting that avoids civilians (ICRC,
2020). However, there is also a risk of over-reliance on algorithmic recommendations: military Al is not
error-free, and if a commander delegates critical judgment to a system that mistakenly flags an ambulance
as a “valid target,” they could commit a violation of IHL while hiding behind the supposed infallibility of the
machine (ICRC, 2020).

A noteworthy development is the creation of databases and large-scale recognition systems to document
war crimes. Ukraine, supported by international organizations, has collected millions of data points
(camera footage, satellite images, intercepts) on incidents in the conflict. Al is used to filter and analyze this
enormous volume of information with a view to future criminal prosecutions (Chlevickaité, 2025). UNESCO
has also contributed to projects that use Al to analyze 3D images and monitor the destruction of cultural
heritage in Ukraine, in order to preserve evidence (Giannini, 2023; UNESCO & UNOSAT, 2023; UNESCO,
2024). This facet demonstrates a constructive use of technology: strengthening post-conflict accountability.
Although not free of dilemmas (e.g., ensuring the accuracy and chain of custody of alterable digital
evidence), it may be crucial for justice (Jan¢arkova et al., 2024).

The emergence of generative Al also merits attention. During the conflict, deepfakes have circulated (not
only the aforementioned video of Zelensky, but also fake audio recordings of commanders, etc.) (Kuznicka-
Blaszkowska, 2025; Pauwels, 2024). The accessibility of these tools creates an environment where
distinguishing truth from deception is difficult, putting journalistic ethics, public credibility and even
security to the test (UNESCO, 2025; Ahmed et al., 2024; Pauwels, 2024). The international community still
lacks mechanisms to halt these tactics beyond countering them quickly with truthful information (Allen,
2022; Kuznicka-Btaszkowska, 2025).

Finally, Al has even appeared in weapons supplied to Ukraine. For example, it has been reported that sniper
scopes equipped with Al (for automatic calculation of wind and distance) have been delivered, and that
modernized Ukrainian tanks incorporate targeting systems with target-recognition algorithms (Jones et al,,
2023; New Strategy Center, 2025). Although these uses are essentially technical enhancements (they do
not imply full autonomy), they demonstrate the trend toward integrating Al at all levels of the military art
(Jones et al., 2023; Rickli & Mantellassi, 2024). Each integration entails the need to train operators to
understand its limitations and avoid blind trust. Ethically, soldiers must remain aware that the final
decision is theirs, not the Al chip’s (Davison, 2017; Asaro, 2012; ICRC, 2021, 2025).

In sum, the Russia-Ukraine conflict offers multiple cases of high-tech use: civilian drones turned into terror
weapons, semi-autonomous swarms, cyberattacks on power grids, algorithms analyzing intelligence,
deepfakes in information warfare, among others. This combined reality has forced the international
community to update its technical and legal analyses (ICRC, 2024). Bodies such as the UN and the ICRC have
closely followed these developments, not only to condemn violations (e.g., the UN has created a Commission
of Inquiry that also documents the use of indiscriminate weapons, including technology) but also to draw
regulatory lessons (Independent International Commission of Inquiry on Ukraine, 2022, 2024, 2025; ICRC,
2024). Defense think tanks (Chatham House, CSIS, RUSI, etc.) have published reports assessing how these
technologies have affected strategic stability (de Deus Pereira, 2025; Slusher, 2025). For example, a CSIS
report identifies five transformative areas in this war: autonomous systems, information operations,
electronic warfare, cyber defense and precision missiles, concluding that the synergy among them is
redefining the conduct of modern warfare (Slusher, 2025). Likewise, analyses from the European
Parliament highlight that the war in Ukraine has “demonstrated the critical role of Al in intelligence
gathering, autonomous systems and cyber operations,” accelerating a global arms race in military Al. All
these assessments feed reflection on how to strengthen norms and ethics before these technologies spread
even further.

Mechanisms of accountability and governance: assessing the international response
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In light of the panorama described, the question arises: what mechanisms currently exist to ensure
accountability for the misuse of Al, cyberweapons and autonomous weapons, and how is their governance
being addressed at the international level? The answer, for now, is fragmented: traditional mechanisms of
responsibility for violations of international law are combined with nascent efforts to develop specific
norms and encourage responsible self-regulation (Aponte et al., 2025c).

As for accountability, the main framework remains International Criminal Law as applied to war crimes
and crimes against humanity. If an advanced technology is used in such a way that it commits an [HL crime
(for example, a commander launches a deliberate cyberattack against the civilian population, or deploys an
autonomous weapon knowing it will cause indiscriminate deaths), that commander and those who ordered
or participated can face criminal prosecution (Al-Billeh, 2025; AL-Hawamleh et al., 2023). In the case of
Ukraine, initiatives have already begun in this regard: the International Criminal Court has opened an
investigation into crimes committed in the conflict and, although it has so far focused on conventional
atrocities (killings, deportations, etc.), there is no obstacle to considering cyber or drone attacks as war
crimes in the future if they meet the requisite elements (intentional attack against civilians, etc.) (Orr,
2023).

Indeed, in its resolution ES-11/5 of November 2022, the UN General Assembly recognized the need for
Russia to “be held accountable for its violations of international law in Ukraine” and recommended the
creation of an international mechanism to register the damage caused, laying the groundwork for
reparation claims (Zhabchyk, 2025). This includes damage resulting from any unlawful means used,
whether a missile, a drone or a computer virus. The resolution in question affirms the obligation to repair
the harm from all wrongful acts, implying that, for instance, Ukrainian victims of a blackout caused by a
cyberattack could in theory claim compensation from Russia in a future mechanism (Futerinska-
Orzhynska, 2024).

However, bringing individuals to justice faces particular challenges when advanced technologies are
involved. The aforementioned difficulty of attribution in cyber operations can hinder the identification of
the perpetrator. It is well known that Russia often masks its cyberattacks through proxy groups; proving
the chain of command up to higher levels can be difficult using digital evidence (Tsagourias & Farrell, 2020;
Kolodii, 2024). Another challenge is the lack of specific regulations: as long as no treaty clearly classifies
certain uses of Al or robotics as unlawful per se, prosecutors must fit them into existing criminal categories.
For example, could a prosecutor charge someone with “use of prohibited means of warfare” for employing
an autonomous weapon? Although there is no treaty banning autonomous weapons (unlike, say, chemical
weapons), it might be argued that if a weapon is indiscriminate by nature, its use violates customary law
and thus constitutes a crime (Boutin, 2023; Gaeta, 2024; Ojha, 2025). This is novel ground that will likely
be tested in coming years.

Another layer of accountability is State responsibility. Ukraine has brought legal actions against Russia in
international forums (IC], European Court of Human Rights) over its aggression and its attacks. While these
actions do not address technology per se, they do seek a ruling on overall State responsibility (Milanovic &
Shah, 2023; Suarez Ortiz et al., 2023). Additionally, the UN Human Rights Council established a Commission
of Inquiry that has documented patterns of violations; its reports mention, for instance, the use of explosive
weapons in populated areas and indiscriminate attacks (categories in which kamikaze drones against cities
would fit) (Gtogowska-Balcerzak, 2024; 1li¢ & Ili¢-Kosanovi¢, 2023). These records will serve to publicly
attribute responsibility and exert pressure for justice (Qiao, 2024).

In the realm of preventive governance, as already discussed, the international community is in the process
of developing new norms and frameworks; in particular, negotiating a treaty on autonomous weapons is
emerging as a crucial step to fill the existing regulatory gap (De Stercke, 2022; Jackson, 2023). Broad
support in the UN General Assembly to begin negotiations (with Russia’s notable opposition) indicates that
most States see the need to impose international limits on these technologies (Nadibaidze, 2022). Likewise,
driven by the European Parliament, the European Union has adopted a principled stance in favor of banning
lethal autonomous systems without human control, and is integrating that perspective into its defense
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policies (Filipovi¢, 2023).

Although the future convention will take years to materialize, experts suggest it could be modeled on the
already mentioned “two-tier” approach: banning particularly dangerous categories (e.g., unpredictable
autonomous weapons or those designed to target humans) and strictly regulating the rest (e.g., requiring
constant human supervision or limiting their use to environments where there are no civilians). It is worth
noting that, even before a treaty, some countries have adopted political commitments: for example, 30
States (Latin America as a bloc, along with some European and African countries) have signed joint
statements calling for a ban on “killer robots.” The civil society campaign itself has gradually created a
stigma around these weapons, comparable to the stigma that preceded the bans on anti-personnel mines
and cluster munitions (Rosert & Sauer, 2019).

As for the governance of cyber warfare, this remains one of the slipperiest areas of international law. There
is still no specific treaty regulating cyberattacks in armed conflict, partly because major powers, including
Russia, are reluctant to limit their offensive capabilities in this domain (Pandey, 2025). Nonetheless, UN
forums have at least managed to agree that International Humanitarian Law (IHL) applies to cyberspace
and have recommended responsible behavior among States (Bogdan, 2024).

A relevant proposal has been the idea of a “Digital Geneva Convention,” initially promoted by Microsoft and
later taken up in academia, which seeks to protect civilian users from State-sponsored digital aggression
(Casey-Maslen & Mwale, 2021; Kumar & Niranjan, 2025). Although non-binding, such ethical calls help
generate normative and reputational pressure on States to moderate their actions.

In practice, after Russian cyberattacks against Ukrainian infrastructure, several States and multilateral
bodies, including NATO, warned that a devastating cyberattack could be considered an unlawful use of force
or even an armed attack, which would open the door to collective defense under Article 5 of the North
Atlantic Treaty (Radu, 2023). This possibility acts as a deterrent, reinforcing a form of governance through
classic deterrence adapted to cyberspace.

An innovative component of technological governance in conflicts is the role of private companies and
corporate self-regulation. For example, after becoming indirectly involved in the war when its drones were
used for military purposes, D]JI implemented no-fly zones in Ukraine and suspended sales to both sides to
prevent their military use, setting a precedent for corporate ethical responsibility (Kajander, 2023; Bender
& Staggs, 2023). Although these measures had limited effectiveness, they represent progress toward
applied ethics by private actors in war scenarios.

On the social media side, platforms such as Meta and Twitter were forced to adjust their policies to combat
Russian disinformation and influence operations, indirectly cooperating with Ukrainian cyber defense
efforts (Schroeder et al., 2025). This type of intervention illustrates how multi-stakeholder governance, in
which States, international organizations and tech companies collaborate, is essential to address the ethical
and security challenges of modern technology. Tech ethics experts also suggest developing “guardrails” or
algorithmic safety barriers built directly into systems: for example, target-verification algorithms or
automatic locks when there is a risk of harm to civilians (Lexman & Krishna, 2025). This technical and
ethical approach aims to minimize collateral damage and strengthen the accountability of autonomous
systems, aligning innovation with humanitarian principles.

From the standpoint of International Humanitarian Law, existing mechanisms to ensure compliance—such
as Protecting Powers, ex officio investigations, or sanctions for grave breaches—need to adapt to new
technological realities; the ICRC has urged an expanded discussion on how to monitor respect for IHL in
the digital domain (Giovannelli, 2024). Some proposals include creating a UN body to monitor cyberattacks
against civilian infrastructure, issuing real-time alerts and publicly naming those responsible—a sort of
virtual equivalent of conventions protecting cultural or medical property, but for computer systems (Jiang,
2019). Another ideais to foster bilateral agreements during war, just as humanitarian ceasefires are agreed
to, in order to exclude certain systems (for example, not interfering with hospitals via cyberattacks or not
using drones in populated areas) (Biggio, 2025).
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The war in Ukraine has also revived discussion of political responsibility. Russia has faced diplomatic
isolation precisely because of the condemnation of its methods of warfare (Eichensehr et al., 2022). Its
suspension from the UN Human Rights Council in 2022, decided by the General Assembly due to systematic
violations, is an example of political sanction for breaching international norms, sending the message that
atrocities entail loss of international prestige and privileges (Fonju, 2022).

Additionally, economic sanctions regimes have been widely used: the European Union and the United
States have sanctioned companies and individuals linked to providing technological components, chips,
Iranian drones and other items used to sustain Russia’s war machine and its violations of IHL (Hofer, 2023).
These sanctions seek to limit Russia’s access to advanced technology and, at the same time, punish technical
assistance to the Kremlin’s abuses, consolidating a new regime of international political and economic
responsibility.

Current mechanisms of accountability and governance regarding the use of Al, cyber systems and
autonomous weapons in armed conflicts are evolving rapidly, driven largely by the lessons of the Russia-
Ukraine war (Sotoudehfar & Sarkin, 2023). Although significant gaps remain—such as the absence of a
specific treaty on autonomous weapons or the difficulty of legally classifying certain cyberattacks—the
direction is clear: the international community recognizes the problem and is taking initial steps (Bode et
al,, 2023).

The effectiveness of these measures will depend on the political will of States, especially major
technological powers, to yield in favor of our shared humanity (Ojha, 2025). As the ICRC noted in 2025,
“without limits, the rise of autonomous weapons risks crossing lines that humanity has agreed must not be
crossed” (ICRC, 2024). Ensuring that law and ethics evolve in step with military technology is perhaps one
of the greatest challenges for International Humanitarian Law in the twenty-first century (Onderco, 2025;
Maathuis, 2024). The case of Ukraine warns us of the dangers, but also offers crucial lessons for
strengthening the humanitarian-legal framework before the next generation of smart weapons once again
tests the limits of our conscience and our norms.

3. Conclusions

The Russia-Ukraine conflict constitutes the first real and systematic laboratory for the large-scale
deployment of autonomous drones, semiautonomous systems, and loitering munitions, revealing both
their transformative capacity and their high humanitarian risk. Documented cases, such as Russia’s use of
Shahed-136 drones against the power grid in the middle of winter, show that these systems, even without
full lethal autonomy, can produce devastating strategic effects and strike essential civilian objects,
exceeding the capacity of International Humanitarian Law (IHL) to contain their impacts. This situation
highlights a significant regulatory gap, since navigational autonomy and pre-programmed routes enable
wide-spectrum attacks without direct human control.

The conflict demonstrates that cyber operations have become a domain of warfare with effects comparable
to kinetic force, where malware, digital sabotage and satellite interference can paralyze critical services.
The hacking of the Viasat satellite network, wiper attacks on Ukrainian ministries, and the attempted
sabotage of the power grid via Industroyer2 confirm that cyberattacks can deprive millions of civilians of
water, electricity, or communications, amounting to direct violations of the [HL principle of distinction. The
difficulty of isolating military effects without impacting civilian infrastructure shows that proportionality
is almost impossible to guarantee in cyber warfare.

The integration of technology companies into digital defense and the provision of critical infrastructure
makes the private sector a decisive actor in the conflict, with legal implications that remain unresolved.
Ukraine’s defense depended to a large extent on the technical support of companies such as Microsoft,
ESET, and Starlink; at the same time, commercial technologies such as DJI drones were used as improvised
weapons. This ambivalent participation reveals the urgent need to clarify the shared legal responsibility of
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private actors in war scenarios, since their products and operational decisions directly influence the
conduct of the conflict.

The information war and the use of Al for facial recognition introduced new forms of psychological
pressure and social manipulation, expanding the war beyond the battlefield. Ukraine’s use of Clearview Al
to identify Russian corpses and notify their families raises profound ethical implications regarding digital
privacy, the dignity of the dead, and the limits of using biometric data in wartime. At the same time, Russia’s
disinformation machinery, operated through bots, algorithms and false narratives, showed how the
cognitive dimension of the conflict can alter global perceptions and hinder the verification of atrocities,
putting international accountability mechanisms to the test.

The conflict highlights the emergence of new arenas of confrontation—autonomous maritime, outer space,
and the cognitive domain—for which IHL does not yet have robust guidelines, as illustrated by the use of
naval kamikaze drones, interference with civilian satellites, and growing risks of the militarization of outer
space. These scenarios extend the geography of the conflict beyond traditional combat zones and introduce
widespread vulnerabilities for civilian populations and globally interconnected infrastructure. The absence
of specific regulation makes it necessary to reinterpret classic IHL rules in domains where the line between
civilian and military objects is extremely thin.

The case shows that digitalized warfare tends to blur the line between civilians and combatants, especially
with the participation of volunteer hacktivists in offensive cyberattacks. Ukraine’s “IT Army,” composed in
part of international civilians, demonstrates that distributed cyber operations can turn thousands of
individuals into direct participants in hostilities without a clear understanding of the legal consequences,
eroding traditional IHL protections. This challenge requires updating the criteria for direct participation in

hostilities to include hybrid and decentralized dynamics.

The accelerated proliferation of autonomous technologies during the war has generated a global multiplier
effect, driving the development of autonomous weapons programs in several States. Diplomats and experts
describe this phenomenon as an “Oppenheimer moment,” indicating that the precedent set by Ukraine may
trigger a military technological race without adequate international regulation. The empirical experience
shows that the absence of prior regulatory frameworks leads to the unrestricted adoption of increasingly
autonomous systems, with a disruptive potential comparable to that of historical strategic weapons.

This article is developed within the framework of the doctoral research project entitled: The Impact
of the 4.0 Revolution on International Law and the Regulation of Arms: Technological Advances,
Autonomous Weapons, Artificial Intelligence and Cyberwarfare (2016-2024) as part of the
academic requirements of the Doctorate in Law of the Free University of Colombia.
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